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Abstract

CHAUCER is a Q/A systemdevelopedfor (a) combin-
ing severalstrategiesfor modelingthetargetof a series
of questionsand (b) optimizing the extraction of an-
swers. Targetsweremodeledby (1) topic signatures;
(2) semantictypes; (3) lexico-semanticpatterns; (4)
framedependencies;and(5) predictive questions.Sev-
eralstrategiesfor answerextractionwerealsotried. The
best-performingstrategy wasbasedontheuseof textual
entailment.

1. Intr oduction
As with the TREC 2004 and TREC 2005 Question-
AnsweringTrack evaluations,the main task of the TREC
2006 evaluationsrequiredsystemsto answera seriesof
questionsthatsoughtinformationabouta speci�c target. In
orderto provide informationrelevantto a target,two forms
of semanticknowledgehad to be reconciled: (1) the ex-
pectedanswertypesof thequestions;and(2) thesemantic
signaturesof thetargets.For example,in orderto answera
questionaboutthepopulartelevision show TheDaily Show
like Whatwasthe title for TheDaily Show's 2000election
coverage?, question-answeringsystemsneedboth theabil-
ity to recognizetitles in texts aswell asaccessto theforms
of contextual knowledgeto identify thosetitles that could
potentiallycorrespondto thenamesof television show seg-
ments.

Q149.6(TheDaily Show) What was the title for The Daily Show's
2000electioncoverage?

Answer: “The Daily Show” is sponsoredby cool cars,cell phones
andmovies– andits big corporatesponsorsfor its “Indecision 2000”
electioncoverageincludeYahoo,VolkswagenandSnapple.

Table1: Question149.6:TheDaily Show

Unlike our previous experiencewith seriesof questions,
in which the target wasprocessedasa pair (lexical-string,
semantic-type),in CHAUCER we havedevelopeda method-
ology of generatingthesemanticsignatureof thetargetand
usinginteractionsbetweenthis signatureandthe questions
from a givenseries.In TREC2006,we focusedon the in-
teractionsbetweentargetsandonly two formsof questions,
namely(1) factoidquestionsand(2) “other” questions.In

futurework, we shallalsoconsiderthe interactionbetween
targetsignaturesandlist questions.

To beableto answerquestionsbasedon semanticsigna-
turesof targets,wehavealsoconsidered(1)atwo-tieredpas-
sageretrieval systemand(2) theuseof multiple answerex-
tractionstrategies. Answerswereextractedby makingalso
useof two novelapproaches:(a) theautomaticgenerationof
question-answerpairs,known aspredictivequestionsfrom
textsand(b) therecognitionof formstextual entailmentbe-
tweenaquestionandacandidateanswer.

The rest of this paperis organizedas follows. Section
2 describesthe CHAUCER Q/A system. Section 3 dis-
cusseshow factoidquestionswereansweredwhile Section
4 shows how we processed“other” questions.Resultsfrom
CHAUCER'sparticipationin themaintaskof theTREC2006
QA trackarepresentedin Section5; Section6 summarizes
ourconclusions.

2. The CHAUCER Question-AnsweringSystem
In thissection,wedescribethearchitectureof theCHAUCER
question-answeringsystemusedto answerseriesof factoid
andlist questionsfor the TREC 2006QA main task. The
architectureof CHAUCER is presentedin Figure1.

TargetProcessing

CHAUCER beginstheprocessof providing answersto a se-
riesof questionsby submittingtheseries'target to a Target
Processingmodule.Targetsareinitially senttoaTargetType
Detectionmodule,which usesa Maximum Entropy classi-
�er in order to associatethe target with oneof six differ-
ent target typecategories. In our TREC2006work, targets
wereclassi�edaseither(1) a PERSON (e.g. WarrenMoon),
(2) an ORGANIZATION (AmericanEnterpriseInstitute), (3)
a LOCATION (AmazonRiver), (4) anEVENT (1991eruption
of Mount Pinatubo), (5) an AUTHORED WORK (TheDaily
Show), or a (6) GENERIC NOUN (avocados). Following this
classi�cation,keywordswereextractedfrom the targetand
sentto a DocumentRetrieval modulein orderto retrieve a
setof documentsrelevant to the target itself. Thesedocu-
mentsarethensentto aTopicRepresentationmodulewhich
employs two different statisticalapproachesbasedon the
methodsfor computingtopicsignatures(Lin & Hovy 2000)
in orderto modelthe topic of a relevant setof documents.



Figure1: Architectureof theCHAUCER Question-AnsweringSystem

CHAUCER usesa subsetof the text passagesreturneddur-
ing TargetProcessingin orderto generateasetof predictive
questionsthat couldpotentiallybeasked abouta giventar-
get.

QuestionProcessing
Oncea setof predictive questionshave beengeneratedfor
a target,CHAUCER sendseachquestionin a questionseries
to a QUESTION PROCESSING module. Questionsare ini-
tially sentto anAnnotationModule, whichusesLCC'ssuite
of natural languageprocessingtools to tokenize, part-of-
speechtag,andsyntacticallyparseeachquestion.Questions
arealsoannotatedwith oneof over300differentnameden-
tity classesfrom LCC'sCiceroLiteandarealsosemantically
parsedusingLCC's PropBank-,NomBank-,andFrameNet-
basedsemanticparsers.Following annotation,questionsare
�rst sentto a QuestionTypeDetectionmodule,which uses
a set of syntacticheuristicsin order to classify individual
questionsasan exampleof a factoid,list, or “other” ques-
tion. Factoidandlist questionsarethensentto an Answer
Type Detectionmodule,which follows (Li & Roth 2002)
and (Chakrabarti,Krishnan,& Das 2005) in using a two-
stageMaximum Entropy-basedclassi�er in order to iden-
tify the expectedanswertype (EAT) of the questionfrom
LCC's answertypehierarchy. Keywordsarethenextracted
from eachquestionandsentto a Keyword Expansionmod-
ule designedto identify additionalkey words and phrases
that could be usedto enhancethe quality of documentand
passageretrieval for a particularquestion. CHAUCER also
incorporatesa QuestionCoreferencemodulewhich usesa
heuristic-basedapproachto resolve instancesof pronominal
andnominalcoreferencewithin a questionseries.

DocumentPreprocessingand Retrieval
We preprocessedthe AQUAINT corpuswith � ve typesof
information. First, we usedLCC's implementationof the
Collins parserto provide a full syntacticparsefor every
documentin the corpus. Second,we usedthreedifferent

semanticparsersin order to identify semanticdependen-
cies imposedby both verbal and nominalizedpredicates.
In additionto LCC's PropBankandNomBankparsers,we
alsousedLCC's FrameNet-basedsemanticparserto iden-
tify instancesFrameNetframesin natural languagetexts;
a separaterole classi�er wasusedto identify rolesassoci-
atedeachFrameNetframe.Third, we usedLCC's CICERO-
L ITE namedentity recognitionsystemin order to classify
more than 300 different typesof namesfound in the cor-
pus. We also usedmore than500 lexiconsandgazetteers
derivedfrom web-basedresourcesin orderto tagadditional
nametypesnot coveredby CICEROL ITE. Fourth,we used
LCC's TASER temporalnormalizationsystem(Lehmannet
al. 2005)in orderto maptemporalexpressionsfoundin doc-
umentsto astandardized(ISO8601)format.Finally, aswith
questionseries,we useda conservative heuristic-basedap-
proachin orderto resolveinstancesof nominalandpronom-
inal coreference.

Following preprocessing,the AQUAINT corpuswas in-
dexedusingtheLuceneInformationRetrieval enginein or-
der to allow documentsto be retrieved usingqueriescom-
posedof eitherliteral strings,stemmedwords,or any of the
entity typesidenti�ed by CICEROL ITE.

Answer Extraction and Selection

CHAUCER usesa batteryof six different strategies to ex-
tract answersfrom retrieved passages.(Eachof thesesix
strategiesaredescribedin detail in Section3.) Following
AnswerExtraction, thetop � vecandidateanswersidenti�ed
by eachstrategy are thensentto a CandidateAnswerRe-
rankingmodulewhich usesa MaximumEntropy-basedre-
ranker (basedon (Ravichandran,Hovy, & Och2003)in or-
derto provideasinglerankedlist of candidateanswersfor a
particularquestion.There-rankedlist of answerswerethen
sentto a�nal AnswerSelectionmodulewhichusesthestate-
of-the-arttextualentailmentsystemdescribedin (Hickl etal.
2006)in orderto identify thesingleanswerpassagewhose
meaningis mostlikely to beentailedby themeaningof the



originalquestion.

List Answer Extraction
CHAUCER leveragesthe basic factoid question-answering
(Q/A) pipeline we have describedin this sectionin order
to answerlist questionsfrom a seriesaswell. Table2 lists
the �nal answersgiven for question181.3(List the artists
representedin thecollection.).

In TREC2006,weutilizedamethodbasedonwebcounts
from varioussearchenginesto determinehow muchof an
associationthere was betweenthe candidateanswerand
boththeseriestargetandanswertypeterm(in thiscaseHer-
mitage Museumandartist, respectively). The scoresfrom
thesemethodswere thencombinedto give eachcandidate
answera �nal compositescore.We thenconsideredall an-
swersabovea dynamically-de�nedthreshold.

Q181.3(Hermitage Museum) List theartistsrepresented
in thecollection.

Rank Answer Result

1 Vladimir Mayakovsky Incorrect

2 DaVinci Correct
3 Michelangelo Correct
4 Rembrandt Correct
5 Poussin Correct
6 Rubens Correct
7 vanGogh Correct
8 CasparDavid Friedrich Incorrect
9 GuidoReni Incorrect
10 Parmigianino Incorrect

Table2: List ExtractionExample

3. Answering Factoid Questions
This sectiondescribesseveral of the novel techniquesthat
wereintroducedinto theCHAUCER factoidQ/A pipelinefor
theTREC2006evaluations.

GeneratingPredictive Questions
FollowingTargetProcessing, thetop50passagestakenfrom
the set of target-relevant documentsare re-ranked accord-
ing to a compositescorebasedon (1) the weightsassoci-
atedwith TS1 termsand TS2 relationsfound in the pas-
sage,(2) theweightsassociatedwith thesoftpatternsand(3)
manually-createdpatternsfoundin thepassage,and(4) the
weightsassignedto any FrameNetframedetectedin thepas-
sage.Following (Harabagiu,Lacatusu,& Hickl 2006),we
usedthe outputof LCC's PropBank-basedsemanticparser
in order to generatenaturallanguagequestionsfrom each
predicatefound in the top-rankedpassages.Given a setof
semanticdependenciesassociatedwith a predicate,weused
a setof heuristicsin orderto selecta singleargumentfrom
eachpredicateto serve as the answerof a generated“f ac-
toid” question.Featuresderivedfrom LCC's CICEROL ITE
were then usedto map the argumentto one of the possi-
ble WH-phrase(e.g. Who,What,Where) usedin naturallan-
guagequestions.Theentirepassagewasthensubmittedto a
QuestionGenerationmodulewhichutilizedthedependency
structureof the passagein order to generatea naturallan-
guagequestion.Generatedquestionswerethenpairedwith

their original passage-lengthanswersandstoredin a Pre-
dictive QuestionDatabasefor later use. Table 3 provides
examplesof thepredictivequestionsgeneratedfor Question
149.6,Whatwasthetitle for TheDaily Show's2000election
coverage?.

Q149.6 (The Daily Show) What was the title for The Daily Shows
2000electioncoverage?

P Q1 Whatwasjust thesortof piecethat“The Daily Show,” revelsin?

P Q2 WhohashiredDoleasaguestpolitical commentatorfor its elec-
tion coverage?

P Q3 Who bestsummedup ComedyCentral's coverageof the 2000
RepublicanConvention?

P Q4 Whowill join thecastof the“The Daily Show”?

Table3: Examplesof thePredictiveQuestionsGeneratedfor
Question149.6

QuestionProcessing

In thissection,we describethethreetypesof QuestionPro-
cessingCHAUCER performsfor eachquestion.

Keyword Expansion Keywords extracted from each
questionwereprocessedby a Keyword Expansionmodule
that was designedto identify additionalsynonymouskey-
wordsthat could be usedto augmentthe queryCHAUCER
used to retrieve documents. This module used a set of
heuristicsin order to appendsynonyms andalternatekey-
wordsfrom a databaseof similar termsdevelopedby LCC
for previous TREC QA evaluations. In addition, we used
the topic representationsgeneratedby CHAUCER's Target
Processingmodulein two ways. First, we includedaskey-
wordexpansionsall TS1 termsthatwerefoundeitherin the
WordNetsynsetsfor a particularkeyword. Second,we also
consideredall termsfoundin setof thetarget-relevantdoc-
umentsthat were linked to the questionkeyword via TS2
relationswith relevancescoresabovea �x edthreshold.

QuestionCoreference We incorporateda heuristic-based
QuestionCoreferencemodulein order to resolve referring
expressionsfoundin thequestionseriesto antecedentsmen-
tioned in previous questionsor in the target description.
First, we usedheuristicsfor performingnamealiasingand
nominal coreferencefrom CICEROL ITE in order to iden-
tify the full referentfor eachpartial namementionfound
in the questionseries.Next, we constructedan antecedent
list from all of thenamedentitiesthatoccurredin theques-
tion seriesprior to thecurrentquestion.Eachpotentialan-
tecedentandreferringexpressionfound in the serieswere
then annotatedwith nameclass,gender, and number in-
formationavailable from CICEROL ITE. We thenusedthe
HobbsAlgorithm (Hobbs1978)in orderto matchreferring
expressionsto candidateantecedents.Whenno compatible
antecedentcould be identi�ed from the antecedentlist, we
madeno furtherattemptto resolve the referringexpression
found in the question. Table4 presentsan examplewhere
CHAUCER wasableto resolvetheantecedentof thepronoun
it correctly;in contrast,Table5 presentsanexamplewhere
our approachis unableto correctly recognizecoreference
betweenanounphrasefrom thequestion(theprogram) and



thetargetphrase(televisionshowCheers).

Target143: AmericanEnterpriseInstitute

Q143.2: Whatis thefull title of theorganization?

Q143.3: Whenwasit founded?

Table4: Correctly-resolvedQuestionCoreference

Target150: televisionshowCheers

Whatyearwastheprogram®rst broadcast?

Table5: Incorrectly-resolvedQuestionCoreference

Answer Type Detection CHAUCER follows much re-
cent work in Answer Type Detection (Li & Roth 2002;
Chakrabarti,Krishnan,& Das 2005) in using a two-stage
MaximumEntropy-basedclassi�er in orderto recognizethe
expectedanswertype of a question. CHAUCER's �rst an-
swertype classi�er thecoarseanswertypeof the question;
currently, weconsiderthefollowingsixcoarseanswertypes:
(1) HUMAN 1, (2) LOCATION, (3) ENTITY, (4) ABBREVIA-
TION, (5) NUMERIC, and(6) DESCRIPTION. Oncea single
coarseanswertypehasbeenidenti�ed for eachquestion,a
secondclassi�er is thenusedto mapthequestionto oneof
thesetof �ne answertypesassociatedwith eachcoarsetype.
In our work, we have useda hierarchyof over 260 �ne en-
tity typesderivablefrom themorethan300differententity
typesrecognizedby LCC's CICEROL ITE. Table6 presents
examplesof the �ne typeswe associatedwith eachcoarse
answertype.

UIUC Coarse LCC Fine Examples
Type Types

ABBREVIATION 2 Acronym, Expanded
Acronym

DESCRIPTION 2 DeathManner, Quote

ENTITY 45 Animal, Authored
Work, ChemicalElement

HUMAN 106 Coach,Writer, Govt
Person,MedicalOrg

LOCATION 61 Country, Mountain,
Planet,Ocean

NUMERIC 46 Age,Velocity, Money

Table6: Distribution of FineTypesin LCC's AnswerType
Hierarchy

Our coarseanswertype classi�er was trainedusing the
5500-questionUIUC AnswerTypeCorpus;were-annotated
thiscorpuswith �ne answertypesfromtheLCCanswertype
hierarchyin order to train our �ne answertype classi�er.
Table andTable presentsevaluationresultsof our systems
for answertype detection,asevaluatedon the TREC 2006
questions.

DocumentRetrieval
In CHAUCER, we experimentedwith a novel two-tieredap-
proachapproachto documentretrieval which useda con-
servative entity-basedanswerextraction strategy in order

1TheHUMAN coarseanswertypeencompassesthemorefamil-
iar PERSON andORGANIZATION entity types.

Score

Coarse 92.9

Fine 84.0

Table7: AnswerTypeDetectiononTREC2006Questions

CoarseType Total Questions Score

ENTITY 31 67.7

DESCRIPTION 2 100

LOCATION 66 93.9

NUMERIC 179 91.6

ABBREVIATION 3 100

HUMAN 84 92.9

Table8: FineAnswerTypeDetectiononTREC2006Ques-
tions

to augmenttraditionalkeyword- andentity-basedretrieval
queries. First, the top 200 documentswere retrieved us-
ing anexpandedkeywordquery;thesedocumentswerethen
passedto a Passage Retrieval modulewhich was usedto
extract the most relevant text passagesfrom each docu-
ment.Next, thetop500retrievedpassageswerethensentto
an entity-typebasedAnswerExtraction module,which re-
rankedpassagesaccordingto thedistribution of (1) entities
matchingtheEAT of thequestion,(2) topic signatureterms
and relationsidenti�ed during Target Processing, and (3)
keywordsextractedfrom theoriginalquestion.Theoriginal
setof 200retrieveddocumentswerethenre-rankedbasedon
thedistributionof thesetop-rankedpassages;only thetop50
documentswerethenconsideredby laterAnswerExtraction
andAnswerSelectionmodules.

By approximatingincorporatingtheentity constraintson
candidateanswerhoodinto its DocumentRetrieval engine,
CHAUCER is able to eliminate documentsthat may be
keyword-densebut may not containany relevant candidate
answers.ThisapproachalsoenablesCHAUCER retainahigh
level of precisionin answeringfactoidquestionswhile pro-
cessingfewerdocuments.In our experimentsusingthefac-
toid questionsfrom TREC 2005,we found no appreciable
improvementin theprecisionor thecoverageof CHAUCER's
answerswhenmorethan50documentswereretrieved.

Answer Extraction

CHAUCER usesa total of six different answerextraction
strategies in order to identify exact answersfrom a set of
retrievedpassages.

Entity-Based Answer Extraction CHAUCER's entity-
basedanswerextractionstrategy takesadvantageof thelarge
numberof entity typesrecognizedby LCC's CICEROL ITE
namedentity recognitionsystemin orderto identify candi-
dateanswersto individual questions.Underthis approach,
only passagesthat containentity typesassociatedwith the
question'sexpectedanswertypeareconsideredascandidate
answers;remainingpassagesarethenre-rankedbasedonthe
distribution anddensityof questionkeywordsdiscoveredin
eachpassage.The wide coverageof LCC's CICEROL ITE
allows this strategy to retrieve a surprisingnumberof ex-
act answers,even without incorporatingadditionallexico-
semanticfeatures.With a questionlike Q181.3(Whois the



manager of ManchesterUnited?), CHAUCER'sAnswerType
DetectionmoduleassociatestheEAT with a numberof en-
tity typesrelatedto peopleand organizations– including
POLITICIAN, NOBIL ITY, andCOACH. Here,it is ableto re-
turnthecorrectanswerwithouttheneedfor patternsor other
typesof semanticinformation.

Q181.3(ManchesterUnited Football Club) Who is the managerof Manch-
esterUnited?

FineAnswerType COACH

Answer ManchesterUnitedsoccerclub managerAlex Fer-
gusongave his quali®edbackingto quotason for-
eign playersin Englishfootball, hoursafterscoop-
ing a top bookprize for his autobiographyManag-
ing My Life on Friday.

Table9: Question183.1:CorrectEntity Detection
Of course,the performanceof this strategy is also ulti-

matelylimited by thecoverageandqualityof CICEROL ITE,
aswell. In TREC 2006,we failed to retrieve an answerto
questionQ157.5(WhowasthePresidentof theU.N. Secu-
rity Councilfor August1999?): eventhoughCHAUCER cor-
rectly identi�ed theexpectedanswertypeof thequestionas
a typeof PERSON, this strategy failed to extract thecorrect
answerMartin Andjababecauseit wasnot taggedwith one
of theentity typesassociatedwith this question'sEAT.

Q157.5(UnitedNations(U.N.)) Who wasthePresidentof theU.N. Security
Council for August1999?

FineAnswerType GOVT PERSON

Answer Martin Andjaba, Namibian ambassadorto the
United Nations, will succeedHasmy Agam of
Malaysia as the presidentof the U.N. Security
Councilasof August1.

Table10: Question157.5:Failureof Entity Detection

Pattern-Based Answer Extraction CHAUCER utilizes
two differentpattern-basedapproachesin in order to iden-
tify answersto a small setof questiontypes. Hand-crafted
extraction patternsare �rst usedto extract answersto the
questiontypesfrequentlyasked in pastTREC evaluations
from the AQUAINT corpus. In addition,we have experi-
mentedwith using structuredweb-basedsourcesof infor-
mation relatedto people,places,andauthoredworks (e.g.
imdb.com, nndb.com, iplpotus.com) in orderto answerother
speci�c typesof questions.

Soft Pattern-basedAnswer Extraction Following (Cui,
Kan, & Chua2004), we useda soft pattern matchingap-
proachin orderto automaticallygenerateadditionalpatterns
thatcouldbeusedto extractexactanswersto differenttypes
of factoidquestions.Underthisapproach,we�rst organized
questionstaken from the previous TREC QA evaluations
into a setof 30 differentcategories,basedon expectedan-
swertype.Oncethisclassi�cationwasin place,weusedthe
setof “gold” answersentencesassociatedwith eachquestion
in acategoryin orderto trainabigramsoftpatternmodelfor
eachquestioncategory. As with (Cui, Kan, & Chua2004),
we thenusedthissoftpatternmodelin orderto computethe
percentagematchbetweenthesetof trainingexamplesand
thethecandidateanswersretrievedfor aquestion.

FrameNet-BasedAnswer Extraction We leveragedse-
mantic dependency information from LCC's FrameNet-
basedparserin orderto extractcandidateanswersfrom the
setof top-rankedpassagesretrieved for a question. Under
this approach,we usedLCC's FrameNetparserin orderto
recognizea set of semanticframe dependenciesfor each
question. Passagesretrieved for eachquestionwere then
rankedbasedon (1) thedistribution of semanticframesde-
tectedin eachpassageand(2) theparser'sestimationof the
con�denceof the frame assignment.For example,as de-
picted in Table 11, LCC's FrameNetparseridenti�es two
FrameNetframesfor a questionlike Q199.4(How old was
PadrePio whenhedied?): (1) a AGE frame,usedto encode
theage of anentityand(2) a DEATH frame,usedto encode
informationaboutaneventin whicha protagonistdies.

Q199.4(Padre Pio) How old wasPadrePiowhenhedied?

Age Entity: PadrePio

Death Protagonist:PadrePio

Answer: PadrePio,who diedin 1968at theageof 81,wasright.

Age Entity: PadrePio
Age: 81

Death Protagonist:PadrePio
Time: 1968

Table11: CorrectAnswerbasedonFrameNetMatching

Q141.2(WarrenMoon) Wheredid Moonplay in college?

BeingLocated Location:Where

Competition Participant:Moon

Answer: WarrenMoon did not play at all for KansasCity as coachGun-
therCunninghamtried to protecthis 43-year-old backupquarterbackfrom a
banged-upoffensive line.

BeingLocated Location:KansasCity

Competition Participant:WarrenMoon
Location:KansasCity

Table12: IncorrectAnswerbasedonFrameNetMatching

A FrameNetparseof the top-rankedpassage(Padre Pio,
whodiedin 1968at theageof 81,wasright.), alsoincludes
thesametwo FrameNetframesdetectedin thequestion.By
aligningtheframeslotsassociatedwith theAGE frameboth
foundin thequestionandtheanswer, we foundcompelling
evidencewhich could be usedto identify to this candidate
answerbeingastheright answer.

However, thealignmentof framesdoesnot alwayspoint
to the right answer. In an example like questionQ141.2
(Where did Moon play in college?), both the questionand
the top-rankedcandidateanswerareassociatedwith botha
BEING-LOCATED andaCOMPETITION frame,yet theloca-
tion argumentidenti�ed in the answerpoints to a location
otherthantheanswerto thequestion.

Predictive Question-BasedAnswer Extraction Finally,
CHAUCER usesthesetof predictivequestionsgeneratedas
apartof Target Processingin orderto provideanadditional
sourceof candidateanswers.Following PredictiveQuestion
Generation, CHAUCER usesthequestionsimilarity metrics
describedin (Harabagiuet al. 2005) in order to selectthe
top 50 mostsimilar predictive question-answerpairsstored
in thePredictiveQuestionNetwork. Thesequestion-answer



pairsarethenrankedbasedon (1) their overall similarity to
the original question,(2) the presenceof entity typescor-
respondingto theEAT of theoriginal question,and(3) the
distribution of questionkeywords.After re-ranking,thetop
25 question-answerpairsarethensentto theAnswerRank-
ing andAnswerSelectionmodules.

Answer Ranking

Following AnswerExtraction, CHAUCER usesa Maximum
Entropy-basedre-ranker(similar to (Ravichandran,Hovy, &
Och2003))in orderto compileanswersfrom eachof thesix
answerextractionstrategies into a single ranked list. This
re-ranker was trainedon the top ten answersreturnedby
eachof CHAUCER's answerextraction strategies for each
of thequestionstakenfrom theTREC2004andTREC2005
datasets.(Answerswerekeyedautomaticallyusing“gold”
answerpatternsmadeavailableby theTRECorganizersand
otherparticipatingteams.) Five setsof featureswereused
in this re-ranker: (1) thestrategy usedto extracttheanswer,
(2) theEAT of theoriginalquestion,(3) theentitytypeasso-
ciatedwith theexactanswer, (4) the redundancy of thean-
sweracrossthe top-rankedanswers,and(5) thecon�dence
assignedto theanswerby eachanswerextractionstrategy.

Answer Selection

Oncea rankingof candidateanswersis performed,the top
25 answerswerethensentto an AnswerSelectionmodule
which leveragesLCC's state-of-the-arttextual entailment
systemin order to identify the answerwhich bestapprox-
imatesthe semanticcontentof the original question. Pop-
ularizedby the recentPASCAL RecognizingTextual En-
tailment(RTE) Challenges(Dagan,Glickman,& Magnini
2005), textual entailmentsystemsseekto identify whether
themeaningof ahypothesiscanbereasonablyinferredfrom
themeaningof a correspondingtext. While theRTE Chal-
lengeshave focusedto-dateonly on thecomputationof en-
tailmentrelationshipsbetweensentence-lengthtextsandhy-
potheses,our recentwork (Harabagiu& Hickl 2006) has
shown thatcurrentsystemsfor recognizingTE canbelever-
agedto accuratelyidentify entailmentrelationshipsbetween
questionsandanswers– or even questionsandotherques-
tions.

CHAUCER usestheentailmentsystemdescribedin (Hickl
et al. 2006)in orderto estimatethe likelihoodthata ques-
tion entailseither (1) a candidateanswerextractedby one
of CHAUCER's six answerextractionstrategiesor (2) a pre-
dictive questiongeneratedby thePredictiveQuestionGen-
eration module. Following (Harabagiu& Hickl 2006),we
�rst �ltered all candidateanswersthatwerenot entailedby
the original questions. The remainingcandidateanswers
(includingany remainingpredictive question-answerpairs)
werere-rankedbasedontheentailmentcon�denceoutputby
theRTE system.The top-rankedanswerwasthenreturned
asoursubmittedanswer.

In our TREC2006experiments,we foundthattheestab-
lishmentof textualentailmentbetweenaquestionandapre-
dictive questionor ananswerpassageto bea powerful tool
for thevalidationof candidateanswers.

In Table13,we presentanexamplewherethetop-ranked
predictive questiongeneratedfrom text is entailedby the
originalquestion;in this case,thecorrectanswerassociated
with thepredictivequestionis alsotheanswerto theoriginal
question.

Q142.3(LPGA) How many eventsarepartof theLPGA tour?

P Q1 How many eventsdid theLPGA expandits scheduleto?

Answer1 UnderRitts, theLPGA expandedits schedulefrom 36 to 43
events;increasedpursesto $36.2million

Table13: CorrectAnswer:EntailedPredictiveQuestion

However, this is not always the case: in Table 14, the
predictivequestion(Where wasthe82ndAirborneDivision
formed?) is incorrectlyclassi�ed asbeingentailedby the
original question(Where in the US is the [82nd Airborne
Division] based?). Here,thefailureof theTE systemto dis-
tinguishbetweenthe implicationsof the verbsformedand
basedresultsin theselectionof anincorrectanswer.

Q144.1(82ndAirborneDivision) Wherein theUS is thedivisionbased?

P Q1 Wherewas82ndAirborneDivision formed?

Answer1 The82ndAirborneDivision wasformedin 1917atCamp
Gordon, Ga.

Table14: IncorrectAnswer:EntailedPredictiveQuestion

A similar phenomenonis seenwhen comparingentail-
mentrelationshipsbetweenquestionsandanswerpassages.
While bothcandidateanswersareentailedby Q197.1(What
animalwasthe�r stmammalsuccessfullyclonedfromadult
cells?), only the�rst candidateanswerpassageis correct.

Q197.1(cloningof mammals) Whatanimalwasthe®rstmammalsuccessfully
clonedfrom adultcells?

Correct Dolly thesheep,theworld's ®rst cloneof anadultmammal,has
madehistory againto becomea mother, its creator, Scotland's
RoslinInstitute,saidThursday.

Incorrect The Universityof Hawaii scientists,reportingin Thursday's is-
sueof thejournalNature,describetheir work as“the ®rst repro-
duciblecloningof amammal from adultcells” extendingat least
threegenerations.

Table15: EntailmentExample

4. Processing“Other” Questions
In thissection,wedescribetheapproachusedto providean-
swersto the“other” questionsassociatedwith eachquestion
seriesin the TREC 2006Main QA Task. The architecture
of theCHAUCER systemfor answering“other” questionsis
presentedin Figure2.

CHAUCER begins the processingof answering“other”
questionsby submitting a question series target to the
sameTarget Processingmoduleusedin the factoidandlist
question-answeringpipelinesdepictedin Figure 1. As with
factoidandlist questions,theprocessof answering“other”
questionsbegins by categorizing targets using the Target
TypeDetectionmodule. In addition, topic representations
(including topic signaturesandenhancedtopic signatures)
are also computedfrom the top 100 target-relevant docu-
mentsretrievedfrom theAQUAINT corpus.



Figure2: Architectureof theCHAUCER “Other” Q/A System

NuggetExtraction

Weusedthreedifferentstrategiesto extractrelevantnuggets
from the documentsretrieved from the AQUAINT cor-
pus. First, we extractednuggetsfor eachtarget using li-
brariesof high-precisionpatternsdevelopedfor eachof our
six different target types. Second,we usedour own im-
plementationof the algorithm for automaticallygenerat-
ing soft patternsintroducedin (Cui, Kan, & Chua2004;
2005) in orderto identify an additionalsetof patternsthat
could be usedto extract relevant information for a partic-
ular target type. Third, we usedinformationderived from
thethetwo differenttopic representationsgeneratedduring
Target Processingin orderto identify setsof sentencesthat
containedinformationrelevant to the topic denotedby the
targetitself.

Pattern-Based Nugget Extraction In CHAUCER's
pattern-basednugget extraction strategy, nuggets were
extracted if the target appearedin any of a �x ed set of
extractionpatternsthat werede�ned for a particulartarget
type. While extraction patternsbasedon the recognition
of appositives,relative clauses,parentheticals,andcopular
constructionswere usedfor eachof the six target types,
we developedspeci�c patterns(when possible)for each
individual target type. Table 16 provides examplesof
the types of patternsused to extract nuggetsfor targets
classi�edasPERSON.

In a departurefrom previouspattern-basedapproachesto
nuggetextraction(Xu, Licuanan,& Weischedel2003),we
useda largecorpusof de�nitions, descriptions,andbiogra-
phiesextractedfrom the Web in orderto assignweightsto
eachof the extractionpatternsassociatedwith eachtarget
type.Weightswerecomputedfor eachindividualextraction
patternassociatedwith a targettypebasedon thefrequency
that the patternoccurredin the corpusof descriptionsas-
sembledfor eachtargettype.Sentenceswerethenextracted
from thesetof documentsretrievedfor the targetbasedon

Weight Name Rule

0.97 L IFESPAN TARGET(DATE - DATE)

0.85 ALIAS TARGET, (also)?knownasNP

0.81 ACHIEVEMENT TARGETBE (oneof)? the

0.78 FAMOUS TARGET, whois famousfor

0.65 MEMBERSHIP TARGETof NP

0.52 APPOSITIVE TARGET, (whoBE)?NP,

0.46 COPULAR TARGETBE NP

0.23 PARENTHETICAL TARGET(NP)

0.17 NUMBER TARGET, NUMBER,

0.09 DOUBLEDASH TARGET–

Table16: TopPERSONPatterns

a compositescoreequal to the sum of the weightsof all
of the patternsthat wereextractedfrom a sentence.Since
thisstrategy necessarilyfavorsprecisionoverrecall,all sen-
tencesthatwereassignedanon-zeroweightwereconsidered
duringAnswerSelection.
Soft Pattern-Based Nugget Extraction In addition to
hand-craftedextractionpatterns,wealsoexperimentedwith
using the probabilistic soft matchingtechniques�rst de-
scribedin (Cui, Kan,& Chua2004)in orderto identify ad-
ditional patternsthat could be usedto extract nuggetsfor
a particulartarget type. As with the soft pattern-basedan-
swer extraction strategy usedin CHAUCER's factoid Q/A
pipeline,we followed (Cui, Kan, & Chua2004) in devel-
oping a bigramsoft patternmodel in order to identify po-
tentialmatchesbetweena setof trainingsentencesandeach
of the sentencesextractedfor a particulartarget. Training
sentenceswere derived for eachtarget type from two dif-
ferent sources:(1) the collection of “gold” nuggetsiden-
ti�ed for the TREC 2005 “other questions”and a collec-
tion of 5,000 biographies,descriptions,and encyclopedia
articlesthat weredownloadedfrom wikipedia.org, s9.com,
andbiography.com. We usedthe probablitythat a passage
wasmatchedby ansoftpatternin orderto assigncon�dence



weightsto eachof thesentencesretrievedfor a target;only
thetop 50 sentenceswereconsideredduringAnswerSelec-
tion.

Topic-Based Nugget Extraction Following work done
by (Lacatusuet al. 2006)for question-focusedsummariza-
tion,weusedweightsassociatedwith TS1 termsandTS2 re-
lationsto computeacompositetopicscorefor eachsentence
in thesetof documentsretrievedfor atarget.Sentenceswere
re-rankedbasedon their topic score beforebeingsubmitted
to the AnswerSelectionmodule. As with the soft pattern
nuggetextraction strategy, only the top 50 passageswere
consideredduringAnswerSelection.

Answer Selection
Recentwork in summarization(Nenkova & Passonneau
2004)hasbene�ted from the useof contentmodelsin se-
lecting a setof relevant sentencesfor inclusionin a multi-
documentor question-focusedsummary. As with sum-
maries,we believe that the set of answersreturnedin re-
sponseto an “other” questioncanbe modeledusing tech-
niqueswhichareableto evaluatetherelevanceof eachcan-
didatepassage(or “nugget”)againstsomeapproximationof
thecontenta useris seekingwhenaskingthis typeof ques-
tion.

In order to selectamongstthe set of candidatenuggets
identi�ed by our threenuggetextractionstrategies,we con-
structeda modelof theidealizedcontentof a setof answers
to an“other” questionbasedonpassagesextractedfrom aset
of documentsretrievedfrom numberof authoritativesources
found on the World Wide Web. (In our TREC 2006work,
we experimentedwith documentsfrom threeweb sources:
wikipedia.org, s9.com, andbiography.com.) Thetop10doc-
umentsfrom eachsite were retrieved with a simple web
query, usingonly stemmedkeywordsextractedfrom these-
ries target. Relevant passageswere extractedfrom these
downloadeddocumentsby selectingpassagesthatcontained
targetkeywordsandtopicsignature(TS1) terms.In orderto
acquirea set of passagesthat most closely resembledthe
thetypesof nuggetswe hopedto selectfor our �nal answer
submission,wediscardedany sentencethatcontainedfewer
than5 tokensor morethan150tokens.After themodelsen-
tenceswere selected,we discardedremainingstop words,
stemmedtheremainingwords,andbuilt a termvectorbased
on thetf.idf valuecomputedfor eachword.

We thenuseda greedysearchalgorithmin orderto iden-
tify thesetof extractednuggetsthatmostcloselyresembles
thecontentof therelevantpassagesextractedfrom thesetof
Web documentsdownloadedfor that target. We de�ned an
answersubmissionasany non-zerosetof candidatenuggets
identi�ed from thesetof candidatenuggetssentto theAn-
swer Selectionmodule. Eachpossibleanswersubmission
was then turned into a tf.idf term vector (using the same
processaswasusedin processingpassagesincludedin the
model). The resultinganswersubmissionvectorwas then
scoredagainstthemodelusingcosinesimilarity, de�ned as
Sim (~x1; ~x2) = ~x 1 �~x 2

j~x 1 jj ~x 2 j .
After creatingan empty answersubmission,the greedy

searchalgorithmconsiderseachcandidatenuggetis consid-

eredin turn; candidatenuggetsis addedto the answerset
only if it would increasethe answersubmission's similar-
ity whencomparedto themodel.Searchhaltsaftera single
passthroughthenuggets.To preventtheinclusionof a large
numberof redundantnuggets,we usea heuristicto limit to
size of the answerset. Eachtime a nuggetwas addedto
theanswerset,we recordedthefactorby which thesimilar-
ity scorewas increased.Ratherthansearchinguntil all of
thecandidatenuggetswereconsidered,the searchwaster-
minatedwhentheaverageof thelast10 scoreincreasesfell
below a threshold.

Q199: PadrePio

SoftPattern PadrePio's followersstill credithim with miracles,intercessions
andsupernaturalpowers

Pattern PadrePio was a Capuchinmonk who skyrocketed to fame in
1918whenhe beganto bleedfrom his hands,feetandside,the
®rst priestin centuriesto show signsof thestigmata.

Topic PadrePio,who wasbornFrancescoForgione,thesonof impov-
erishedfarmworkers,wasasickly, deeplypiouschild.

Table17: “Other” Answersto Q199:PadrePio

5. Evaluation Results
Table 18 presentsCHAUCER's performanceon the TREC
2006factoidQ/A task. We wereencouragedby theoverall
performanceof our system,asit suggeststhat currentsys-
temsfor textual entailmentcanbeusedeffectively in order
to selectamongsttheoutputof a multi-strategy approachto
factoidQ/A.

Judgment Percent

Wrong 37.5%
Unsupported 2.7%
Inexact 4.7%
Locally Correct 1.2%
GloballyRight 53.8%

Table18: TREC2006FactoidQ/A Results

While we experimentedwith a singlenovel strategy for
answeringlist questions,thebulk of our team'seffortswere
spentdecidedlyon factoidquestions.Table19 detailsthe
CHAUCER's performanceon list questions.

Metric Score

Recall 0.187
Precision 0.162
F(� =1) 0.148

Table19: TREC2006List Q/A Results

Finally, Table20showsourprecision,recall,andF-Score
for Otherquestions.

A breakdownof thenumberof questionslostateachstage
of CHAUCER's factoid Q/A processingis provided in Ta-
ble21.

Despiteusingover260�ne answertypes,CHAUCER only
assignsa spuriousexpectedanswertype to approximately
10%of the factoidquestions.While we would predictthat
usinga coarseranswertype hierarchywould reducesome
of this lossat boththequestionanalysisandanswerextrac-
tion stages,wewouldanticipatethatreducingthenumberof



Metric Score

Recall 0.143800
Precision 0.079760
F(� =3) 0.108387

Table20: TREC2006OtherQ/A Results

Component Accuracy Loss

QuestionAnalysis 89.6 10.4%

DocumentRetrieval 86.1 3.4%

AnswerExtraction 75.9 10.2%

AnswerRanking 53.8 22.1%

Table21: ComponentAnalysisof CHAUCER onTREC2006
Factoid

entity typesconsideredby CHAUCER would make thetasks
of AnswerExtractionandAnswerRankingsuf�ciently more
dif�cult. In addition, we believe that the relatively small
numberof questionslost at thelevel of DocumentRetrieval
suggeststhatourapproachesto keywordexpansionandpas-
sagearewell-suitefor thefactoidQ/A task.

6. Conclusions
In this paper, we describedCHAUCER, the new auto-
matic question-answeringsystem developed at LCC for
the TREC 2006 QA evaluations. This systemis notable
in that it utilizes four new retrieval and answer detec-
tion techniquesin order to betterretrieve passagesandex-
tract exact answersfrom natural languagetexts. First,
CHAUCER featuresa novel queryexpansionprocesswhich
leveragesautomatically-generatedtopic representationscre-
atedspeci�cally for eachquestionseriestarget to identify
new keywords for eachquestion. Second,higher preci-
sionpassageretrieval wasachievedfor factoidandlist ques-
tionsthrougha two-phaseapproachto informationretrieval
which usestopic signaturesto selectbettercandidatepas-
sagesfor answerextraction. Performanceof CHAUCER's
retrieval componentswas further enhancedby combining
keyword querieswith entity typesselectedfrom the setof
over 300 typesrecognizedby LCC's CICEROL ITE named
entityrecognitionsystem.Third,CHAUCER'ssystemfor an-
swering”other” questionsexploits a new retrieval approach
which exploits languagemodelscomputedfrom collections
of topical web documentsin order to selectrelevant pas-
sagesfrom 5 competinganswerextraction modules. Fi-
nally, insteadof adoptingthe abductive reasoningframe-
work utilized by several of LCC's pastTREC QA submis-
sions,CHAUCER exploits a mechanismfor answervalida-
tion thatincorporatesformsof textualinferencefrom astate-
of-the-arttextual entailmentin order to retrieve andselect
answersto bothfactoidandlist questions.
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